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Much attention was paid on human centered design strategies for environmental control systems of
indoor built environments. The goal is to achieve thermally comfortable, healthy and safe working or
living environments in energy efficient manners. Normally building Heating, Ventilation and Air Con-
ditioning (HVAC) systems have fixed operating settings, which can't satisfy human thermal comfort
requirements under transient and non-uniform indoor thermal environments. Therefore, human thermal
physiology signal such as skin temperature, which can reflect human body thermal sensation, has to be
measured over time. Several trials have been performed by minimizing measuring sensors such as i-
Button and mounting measuring sensors into wearable devices such as glasses. Infrared thermography
technology has also been tried to achieve non-invasive measurements. However, it would be much more
convenient and feasible if normal computer camera could record images, which could be used to obtain
human thermal physiology signals. In this study, skin temperature of hand back, which has a high density
of blood vessels and is normally not covered by clothing, was measured by i-button sensors. Images
recorded by normal camera were amplified to analyzing skin temperature variation, which are impos-
sible to see with naked eyes. The agreement between i-button sensor measuring results and image
magnification results demonstrated the possibility of non-invasive measuring technology by image
magnification. Partly personalized saturation-temperature model (T = 96.5 x S + b;) can be used to
predict skin temperatures for young East Asia females.

© 2017 Elsevier Ltd. All rights reserved.

1. Introduction

Non-uniform thermal environments were created by displacement
ventilation [3], stratum ventilation [4], personalized ventilation

About 30% of total final energy has been consumed by com-
mercial and residential buildings in US in recent years [1]. Higher
percentage of final energy has been consumed in area with severe
outdoor environments such as Singapore recently, which used 52%
of electricity [2]. Heating, Ventilation and Air Conditioning (HVAC)
systems account for largest portion of building energy consump-
tion. Reduction of HVAC energy consumption is necessary while
human thermal comfort stays a design goal, which is energy effi-
cient thermal comfort. Based on the concept of human centered
design and demand controlled conditioning, new strategies
including displacement, stratum, task/ambient were developed.

* Corresponding author.
E-mail address: bin.yang@umu.se (B. Yang).

http://dx.doi.org/10.1016/j.buildenv.2017.05.021
0360-1323/© 2017 Elsevier Ltd. All rights reserved.

[5,6], under floor air distribution [7], personal comfort system
[8—10], etc.

Human thermal sensation, which can be reflected by thermal
physiological parameters such as skin temperature, can be used as
feedback signal to control above mentioned HVAC systems. Inva-
sive measuring technology has been used for human skin temper-
ature measurements, which is mainly for laboratory experiments
[11]. Several trials have been performed by minimizing measuring
sensors such as i-Button and mounting measuring sensors into
wearable devices such as glasses [12]. However, it would be much
more convenient and feasible if normal computer camera could
record images, which could be used to obtain human thermal
physiology signals. Human skin color changes slightly with vaso-
dilation or vasoconstriction especially under local thermal stimuli
such as using hand warmer. The variation, while invisible to the
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naked eyes, can be extracted by image magnification [13—18]. This
study is focused on non-invasive measuring technology by image
magnification for hand skin temperature measurements, which can
be used for demand control of HVAC systems.

Human visual system has threshold values on temporal-spatial
sensitivity. There are a lot of information, which can not be
observed by human visual system and need magnification tech-
nique. Motion magnification technique was pointed out, which
measured small motions by a robust analysis of feature point tra-
jectories and segment pixels based on similarity of position, color
and motion [13]. Very small motions were analyzed according to
correlation over time. The technique, which acted like a micro-
scope, can achieve magnified observations for tiny motions. One
parameter cartoon animation filter was demonstrated to simulta-
neously add exaggeration, anticipation, follow-through, and squash
and stretch to a wide variety of motions [14]. Based on video im-
aging and blind source separation, a method of non-contact,
automated cardiac pulse measurements was introduced [15]. The
results extracted from webcam based videos were compared with
the results from finger blood volume pulse sensor. High accuracy
was achieved. Red, green and blue (RGB) signals of skin color from
human face were magnified and extracted the first time. Inde-
pendent component analysis was used to remove noise and sepa-
rate cardiac pulse, which achieved automated cardiac pulse
measurements. One vital signs camera algorithm was presented,
which magnified variation rate of skin color to achieve non-contact
pulse and breathing rate measurements accurately [16].

Above mentioned methods followed Lagrangian perspective,
which paid attention to motion trajectories of each pixel and were
sensitive to tiny motions. However, accurate motion prediction and
image segment technique made the algorithm complicated. The
effect of different temporal sampling kernels was studied, which
demonstrated extended overlapping kernels can mitigate aliasing
artifacts [17]. Temporal processing was used to extract invisible
signals [15]. Based on Eulerian perspective, Eulerian video magni-
fication (EVM) algorithm was pointed out [18,19]. Eulerian spatial-
temporal processing was used for monocular video sequences to
magnify tiny variations, which can't be seen by naked eyes. EVM
algorithm can magnify spatial channels and temporal channels
respectively, which is suitable for magnifying color variations of
image pixels under temporal channels. This was the first time to
magnify video color and motion by Eulerian method. Phase-based
video magnification approach was introduced to overcome the

limit that only small magnification factors were supported at high
spatial frequencies [20]. Layer-based video magnification approach
was presented, which can amplify small motions within large
motions [21]. An examined layer was temporally aligned and subtle
variations were magnified. Matting was used to magnify only re-
gion of interest while maintaining integrity of nearby sites.

Because of sensitivity for color variations of image pixels under
temporal channels, EVM will be used to correlate skin temperature
and skin color saturation in this study. Linear relationship between
skin temperature and skin color saturation is envisaged, which is
the research hypothesis. It is the first time to use video magnifi-
cation approach to determine skin temperature and thermal
sensation, which can be used to control HVAC systems. Non-
invasive measuring technology will be achieved.

2. Practical application

In private office and open plan office where personal computers
were used for each staff, video of human naked skin can be recor-
ded by computer camera and skin color saturation can be analyzed
by video magnification technique (Fig. 1). After user identification,
the cohort of each user was identified. Saturation-temperature (ST)
models for different cohorts were recorded in computer database.
As one pilot study, ST model for young East Asian females was
analyzed. ST models for different cohorts will be analyzed, based on
age, gender and race. The database of ST models for different co-
horts will be developed. By inputting skin color saturation to cor-
responding ST model, user skin temperature can be calculated and
used as feedback signal for HVAC system control. The concrete
steps are as follows.

2.1. User identification

User identification can be performed by identifying some per-
sonal information such as personal computer user account, radio
frequency identification, fingerprint, human face, etc.

2.2. Online study

For personal computer in each workstation, ST relationship for
the fixed occupant can be sampled and analyzed, which is called
initialized study. Skin saturation, obtained by video magnification
and analysis, can be used to calculate skin temperature by ST

User
Identification

Image

Extraction and
Preprocessing

On-line
Parameters
Optimization

ST Model
Matching

Video Personalized
Maghnification ST model

On-line non-invasive measuring algorithm
based on video magnification

Heating, Ventilation and Air Conditioning (HVAC)

Fig. 1. Schematic of algorithm for practical application.
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relationship for the fixed occupant. It is the most accurate method
because ST relationship is the one for the studied person. The
method can be used to control localized heating or cooling devices
such as personal comfort system. For open plan office and confer-
ence room, ST relationships of each person should be integrated
into one ST model for the cohort to control centralized HVAC sys-
tem. For foreign visitors, ST model of their race can be found from
database and used.

3. Research methods
3.1. Skin color saturation

Color space was defined artificially, which used three or four
independent variables to describe colors. Commonly used color
spaces included RGB (red, green, blue), CMYK (cyan, magenta,
yellow, key (black)), YUV (Y: Luminance, UV: Chrominance), YIQ
(Luminance, In-phase, Quadrature-phase) and HSV (Hue, Satura-
tion, Value). Different color spaces had different advantages and
limitations. Some of them can be converted by each other.

Space coordinate axis of HSV had inverted hexcone shape [22].
In counterclockwise direction, hue was the dimension with points
on it normally called red, yellow, green, blue, magenta, etc. Value
measured the departure of a hue from black, the color of zero en-
ergy. Saturation measured the departure of a hue from achromatic.
The range of saturation is 0—1. The darker the color is, the higher
the saturation value is.

The purpose of this study is to find non-invasive method for
measuring human skin temperature, which can be used for HVAC
system control. RGB signals of skin color from human face were
magnified and extracted to analyze cardiac pulse [15]. However,
RGB can not reflect saturation, which can be reflected by HSV. Pores
expand and skin turns red when skin temperature increases. Skin
color saturation may have close relationship with skin temperature.
HSV was chosen for this study.

3.2. Thermal stimulus experiments

In indoor environments, people often experience thermal
stimuli such as elevated air movement, asymmetric radiation,
localized heating or cooling, etc. Under these thermal stimuli, local
skin temperature may change which reflect changes of thermal
sensation. As the first trial, strong stimulus to human hands was
tried to find obvious results. 16 young East Asian females were
chosen as human subjects. Young female subjects have relatively
delicate skin, which has no skin folds and are sensitive to thermal
stimulus. Their anthropometric data were shown in Table 1.

Experiments were performed in one environmental chamber
with accurate temperature and humidity control. Dry-bulb tem-
perature and relative humidity (RH) were continuously measured
at one-minute sampling intervals by HOBO temperature/RH/light
data loggers (Model U12-012, Onset, Bourne, Massachusetts, USA),
with —20 to 70 °C measuring range, +0.35 °C uncertainty for dry-
bulb temperature; and 5%—95% measuring range, +2.5% uncer-
tainty for RH. Air speed was very low and radiant temperature was
close to dry-bulb temperature. Experimental conditions were
shown in Table 2.

Experiment for each subject lasted 60 min (Fig. 2). Subjects were

Table 1

Anthropometric data (mean + standard deviation) of human subjects.
Gender Sample size Age (y) Height (m) Weight (kg) BMI® (kg/m?)
Female 16 239+39 162+0.05 522+65 199 +£22

3 Body mass index = weight (kg)/[height (m)].

asked to arrive to the test room 10 min before the experiment
started. After taking off coats, clothing thermal resistance was kept
at about 1 clo. When subjects just entered the room and were
seated, they were asked to fill in the survey regarding anthropo-
metric data. After 10 min thermal adaptation, their hands were
immersed into 45 °C constant temperature water bath for 10 min.
After that, hands were wiped dry and i-button sensors were pasted
on hand backs immediately. Skin temperatures of hand backs were
continuously measured for 50 min at one-minute sampling in-
tervals by i-button (Model DS1921H, Maxim Integrated, San Jose,
California, USA), with —30 to 70 °C measuring range, +0.125 °C
uncertainty for skin temperature. Videos were recorded for the
50 min by cell phone camera (Model G750-T00, 720P (1280 x 720),
Huawei, Shenzhen, Guangdong, China). Corresponding images at
the one-minute sampling intervals were extracted and analyzed.
Matlab was used to do programming for video magnification.
Subjects kept seated with about 1.1 met metabolic rates.

3.3. ST model

V={f1.fr,..../n} (1)

V — An video of hand skin sampling
f— Image frames in an video
n — Sampling time (s)

As mentioned above, saturation is the parameter that represents
the color depth in HSV color space. In this study, a research hy-
pothesis was proposed that linear relationship existed between
skin color saturation and skin temperature.

T=aS+b (2)

T — Skin temperature (°C)
S — Skin color saturation

where T= {T, Ty, ..., Ty,}. Similarly,q, S, b are vectors. If the number of
subjects is m, equation (2) can be expressed as follows.

Tin Tz ... Tim a1 G2 ... Qip

Tyi Ty ... Tom| _ |G G ... G2

Toi Tz oo Tum Gy Gy ... G
[S11 S12 Sim
| S21 S22 2m
_Snl 51.12 Snm
-bl'l blz “ee blm
_bnl bn2 bnm

The change in skin color saturation caused by skin temperature
was extremely weak. To characterize saturation signal, the EVM
technology [18] was introduced in this study.

Sy, 0) = (1 +a)Skx,y,t) +ox,y,1) (4)

S — Skin color saturation after amplification
S — Skin color saturation before amplification
X,y — Spatial coordinate
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Table 2
Experimental conditions.

Target dry-bulb air temperature (°C)

Measured dry-bulb air temperature (°C)

Target relative humidity (%) Measured relative humidity (%)

22 222102 40 369 25
Thermal Thermal Measurements of skin temperature and color
adaptation stimulus saturation after thermal stimulus

-10 0 “10

(min) 45°C

~

%/ ‘j 60

Fig. 2. Experimental procedure.

t — time
a — Amplification factor
¢ — Gauss noise

S (x, y, t) is image saturation at location (x, ¥) and time t. « is
amplification factor. ¢ is noise, which is assumed to obey Gauss
noise in the algorithm and will be removed by filtering. The details
of the algorithm are as shown in Table 3 with detailed explanations
followed. Absolute error (Egps) is introduced as follows.

Egs=T —T (5)

T' — Computing skin temperature by the algorithm
T — Measured skin temperature

Image high frequency noise, such as salt-and-pepper noise, was
generated because of lighting intensity and camera senor temper-
ature when images were captured by camera with charge-coupled
device. To guarantee accuracy, median filter method was used
which belonged to order statistics filter. The median filter had
excellent de-noising capability for some random noises, especially
salt-and-pepper noise [23].

Program for video magnification, published in the website of
Massachusetts Institute of Technology (http://people.csail.mit.edu/
mrub/vidmag/), was used with fine-tuning parameters. Noise was
also magnified when valid information in the video was magnified.
The median filter was used again to guarantee accuracy. Six color
parameters from both RGB space and HSV space were analyzed.
Information was saved in a numerical matrix after extraction of

Table 3
Online non-invasive measuring algorithm based on video magnification.

Algorithm: Online non-invasive measuring algorithm based on video
magnification

Input: Hand video samples, 16 x 3000 s x 30 frames per second (fps)

Output: 16 personalized ST model

Initialization: Initial values of parameters

First Step: Training layer by layer and model construction

(1) Remove high frequency noise;

(2) Process the video with magnification technology and filtering again;

(3) Search region of interest, extract saturation and other information;

(4) Construct and optimize cost function, construct the ST model (T = aS + b);

(5) Compute median value of slopes with all subjects.

Second Step: Supervised learning and model optimization

(1) Personalized data matrix import, video magnification and filtering
processing;

(2) Based on gradient optimization, back propagation method was used to top-
down fine tuning model parameters;

(3) Get personalized point and ST model.

color parameters from one color space. Skin color saturation, which
described color purity and signal intensity in images, had strong
correlation with skin temperature.

4. Results

After 10 min thermal stimulus, video of hand backs were
recorded for 50 min by 30 fps, which is 90000 frames totally.
Resolution is 1280 x 720. Matlab was used to do programming for
video magnification. Personal Computer with i7-5500U CPU, 16 GB
RAM and 8 GB graphic memory was used. In EVM algorithm,
amplification factor is 10, spatial frequency cutoff is 16, chrom
attenuation is 0.1, and the low pass filter parameters are 0.4 and
0.05 respectively. Original images and magnified images of hand
backs for the 16 subjects were shown in Fig. 3.

The 90000 frames were processed after video magnification.
Region of interest was found and information of skin color satu-
ration was extracted. Corresponding to 1 min sampling interval for
hand back skin temperature, average value of hand back skin color
saturation within 1 min was extracted based on 1800 frames (30
fps x 60 s). Variations of hand back skin color saturations of 16
subjects were shown in Fig. 4. The trend of linear decreasing was
demonstrated. Variations of hand back skin temperatures of 16
subjects were shown in Fig. 5. The trends of linear decreasing were
similar.

50 discrete points were plotted in Fig. 6, which used hand back
skin color saturation as x-axis and hand back skin temperature as y-
axis. Variation trends of the 50 discrete points were shown in red
line. Linear regression was used and shown in blue line, which is
personalized ST model. The median 96.5 (80.5, 178.2) of the 16
slopes was used for partly personalized ST model (Equation (5)).
The equation should be called partly personalized ST model
because slope median was used. For further tests with larger
sample size, median value of slopes may change slightly. Person-
alized point for each subject was used, which was obtained under
normal room temperature (22 °C in this test) without any thermal
stimuli. Partly personalized ST model was shown in green line.
When compared green line to blue line, Fig. 6 (1, 8, 9, 10, 14)
matched excellently and Fig. 6 (2, 3, 5, 7, 12, 16) matched well.

According to the linear regression, the slope vector [ay, az, ...,
a16] was obtained and the median value is 96.5. The partly
personalized ST model is expressed as

T=965x%S+b;(i=1,2,3,...,16) (6)

Equation (6)is suitable for East Asia young females. i denotes
different users and b; is personalized intercept of different users.
By comparing predicted skin temperatures from personalized ST
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Fig. 3. Hand backs of 16 subjects (O: original images, M: magnified images).

models and measured skin temperatures, distributions of absolute
errors for the 16 subjects were shown in Fig. 7. For each subject, first
quartile, median and third quartile of the 50 absolute errors were
shown. Medians of absolute errors for the 16 subjects changed
from —0.10 °C to 0.06 °C. By comparing predicted skin temperatures
from partly personalized ST models and measured skin tempera-
tures, distributions of absolute errors for the 16 subjects were
shown in Fig. 8. Medians of absolute errors for the 16 subjects
changed from —1.32 °C to 0.61 °C. Comparison of standard de-
viations of absolute errors for the 16 subjects was shown in Fig. 9,
which demonstrated the feasibility of the partly personalized ST
model.

5. Discussion

In the personalized ST model developed in this paper, the linear
relationship between skin color saturation and skin temperature is
very obvious. Within the studied cohort (young East Asian females),
median of slope for the cohort is close to slopes of most subjects,
which should be validated by further study with larger sample size.
Young female subjects have relatively delicate skin, which has no
skin folds and are sensitive to thermal stimuli. The advantage of
personalized ST model is of highly accurate prediction of skin
temperature by skin color saturation. The limitation of personalized
ST model is that every new subject needs to repeat thermal stim-
ulus process to find accurate linear relationship between skin
temperature and skin color saturation, which can be saved in
computer database for further use. The advantage of partly
personalized ST model is that only basic skin temperature without
thermal stimuli and corresponding skin color saturation should be
measured, which is much easier for every new subject without
repeating thermal stimulus process. The limitation of partly
personalized ST model is the prediction accuracy.

Lagrange and Euler method have been developed and used in
video magnification field. Lagrange perspective focused on image
pixels. Trajectory of pixel motion was analyzed and amplified
[13—16]. The method is sensitive to small motions. However, there
are two main disadvantages in Lagrange perspective. Firstly,
excellent algorithm for estimating pixels trajectory is required,
which is not always satisfied. Secondly, due to the attention to pixel
level microscopic motion, analysis of the whole image is lacked.
When local pixel is enlarged, target object and surrounding back-
ground are teared, which need image patching algorithm to
compensate. Euler perspective focused on whole image and its
region of interest. It analyzed key signals in region of interest of
image, including signals in region of interest and highly correlated
signals of region of interest. Target signals were amplified [17—20].
The method, which is easy for practical application, started from
global image and overcome the limitations of Lagrange method.
The situation is similar as that in fluid dynamics field. Lagrange
method is used to describe motion of fluid particle. Eulerian
method is used to describe flow field at certain time, which is more
convenient to establish transportation equations.

Strong thermal stimulus was tried in this pilot study, which
caused 4—5 °C temperature changes. Somebody may argue that
only weak thermal stimulus with about 2 °C temperature changes
happened such as using hand warmer. One reason of performing
strong thermal stimulus experiments was to create ST model
obviously and easily. For normally happened weak thermal stimuli,
further experiments will be conducted. As a new technique,
Eulerian video magnification algorithm developed rapidly in the
past decade, although it still has some limitations such as noise
control. Let's make an analogy. Half a century ago, computational
fluid dynamics (CFD) technology was regarded as impossible to
simulate airflow environments with complicated geometry



Skin color saturation Skinicolor saturaion Skin color saturation

Skin color saturation

Skin color saturation Skin color saturation Skin color saturation

Skin color saturation

X. Cheng et al. / Building and Environment 121 (2017) 1-10

0.57 +*Fﬁ1q**
0.56 g
0.55 Mty
0.54 T,
0.53 hh“**;h
i
0 10 20 30 40 50
Time (min)
(1)
0.565
0.56
0555 T i
0.55 **HﬁHT*H+HH+
0.545 M
0 10 20 30 40 50
Time (min)
(3)
0.53
PM%
0.52 =
0.51
0.5
0 10 20 30 40 50
Time (min)
(5)
0.58
**H+H$Hﬁk
0.56 Ty
it
0.54 g
0 10 20 30 40 50
Time (min)
7)
0.62 [14
0.6 % %
P
0.58 Feeg
0 10 20 30 40 50
Time (min)
9)
0.52 H**H+H$
0.51 . 9
T
05 ]
0 10 20 30 40 50
Time (min)
(11)
0.65
R
Mw
0.64 e
063 st
0 10 20 30 40 50
Time (min)
(13)
054*%$Hﬁ*
052 T,
05 P
i t
0 10 20 30 40 50
Time (min)

(15)

Skin color saturation Skin color saturation Skin color saturation

Skin color saturation

Skin color saturation Skin color saturation Skin color saturation

Skin color saturation

0.58
0.56 by
g
0.54 *H$HH**HTﬂ+f
0 10 20 30 40 50
Time (min)
(2
0.61 e
06 %hﬁi
""ﬁ:w
MHL.
0.59 by
0 10 20 30 40 50
Time (min)
(4)
0.605
06
0.595 “H%“*;
0.59 #¥$Hﬁ*
0.585
0 10 20 30 40 50
Time (min)
(6)
06
Py
0.59 e
0.58 WW
B T ITETE
0.57
0 10 20 30 40 50
Time (min)
(8)
0.58 +H*h*k
oee - %
054 e
0 10 20 30 40 50
Time (min)
(10)
ol M,
%%
058 ey
m‘“‘m
056 i+ -
0 10 20 30 40 50
Time (min)
(12)
068 [
066 $%“*%s
064 %H*Hg$
0 10 20 30 40 50
Time (min)
(14)
063
M
S5 %‘*W
061 aa SR
0 10 20 30 40 50
Time (min)
(16)

Fig. 4. Variations of hand back skin color saturations of 16 subjects after thermal stimulus.
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Fig. 5. Variations of hand back skin temperatures of 16 subjects after thermal stimulus.
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Fig. 6. Regression analysis of skin color saturation and skin temperature.
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because of computational capability limits. However, CFD can be
used to finish above mentioned case or even complicated cases
within very limited time. Video magnification technique can also be
used to measure tiny skin temperature variations in near future.

The skin temperature signal, obtained by video magnification
technique, can be used to control not only HVAC systems but also
adaptive thermal comfort strategies. For example, occupants will be
notified by the signal to adjust personal attires to adapt to the
immediate environments. The signal can also be used to control
and modulate operable windows.

The original code about EVM was shared by Professor William
Freeman from Computer Science and Artificial Intelligence Labo-
ratory of Massachusetts Institute of Technology. It is publicly
accessed, which is helpful for validating and generalizing the pilot
study in this paper.

6. Conclusions

The main purpose of this study was to find a non-invasive
measuring technology for measuring human skin temperature,
which can be used as feedback signal for control HVAC systems. The
conclusions were drawn as follows.

(1) Eulerian video magnification technology can be used to
accurately analyze skin color saturation;

(2) Linear relationship between skin color saturation and skin
temperature existed;

(3) Personalized ST model (linear regression) can be used to
achieve non-invasive measurements of skin temperatures for
young East Asia females with high accuracy and complex



10 X. Cheng et al. / Building and Environment 121 (2017) 1-10

L - ! ! ! ! ! !
& Personalized ST madel : : : :
1 k.- _Partly personalized ST model ____. LI I LI L
o : : : : : : : : :
e 14 : : : ! : f : : :
(G ] I e i gesssses R £rsmssess A . i ) !
3 s s s S ; ; ; s
) : : : L] : : : : : :
@ 1.2pseeeeees A fromms i fromm A pomonee N AR R A P
= : : : : : : : : : :
o ! : : : ; : : : : :
2 : : : : : S U s R S SR [
@ [T [ v T o v 1 0 '
S : : : : : : : : : :
» i : : : i : : : : :
C 0.8f--sirmmmnnene I beenanas demenanes boeeenas e beeeeeas demeenean e GECTETETREREE RS beemenans
o ! H H : : ; : H : :
s : : : : : a : : : :
= ' H | . ' ' H .
o 08 N . """" T ’ """" T . """" T A B v
o : L : : : : : : : :
— . . . ' . . . . . H
g : : : : H : : : ; :
= ] F— ’ """" frommes o frommes i ¢ """"""""""""""""" g
s le i S R z
» : * : : : : : H ¢ :
(0] I A L S— F— — — R RN SRR O 2 O O N— boveenen-
R 2 S S D G S
P A A ST TN A S A A
ol [ i | i i | i I i i i i
1 2 3 4 5 6 7 8 9 10 11 12 13

Subject number

Fig. 9. Comparison of standard deviations of absolute errors between personalized ST models (linear regressions) and partly personalized ST models.

process. Medians of absolute errors changed from —0.10 °C to
0.06 °C;

(4) Partly personalized ST model (T = 96.5 x S + b;) can be used
to achieve non-invasive measurements of skin temperatures
for young East Asia females with less high accuracy and
simple process. Medians of absolute errors changed
from —1.32 °C to 0.61 °C.

There are some limitations in this pilot study. The median slope,
based on individual slopes from 16 subjects, is not close enough to
each slope. Test with larger sample size should be performed to test
the feasibility of partly personalized ST model. Method of deriving
thermal sensation, based on skin temperature obtained by video
magnification, should be explored for realizing HVAC control in
practice.
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Abstract—Pan-Tilt-Zoom (PTZ) cameras play an important
role in surveillance systems. In this paper, we propose an active
tracker using color silhouettes with a single camera. We firstly
apply dilation and erosion operators of morphology to binary
difference image to get color silhouettes. We also record the color
silhouette of the target which we are interested in. Secondly, we
measure the similarity of color silhouette between the observation
and the candidates of silhouettes. We exploit the most similar one
to update that of the tracked target. Finally, we control the PTZ
camera to move according to the location of the tracked target.
The experimental results show that the proposed algorithm can
effectively track people even though she/he is fully occluded.

Keywords—active tracking; color silhuette; indoor surveillance;

I. INTRODUCTION

Moving object tracking in videos has been an active
research for decades. It is motivated by numerous applications,
such as surveillance, traffic control, and virtual reality.
However, there are still many challenges in these areas, which
make the performance of existing methods far from being
desired in solving the emerging real-world problems. These
challenges are arisen by the scene change, non-rigid object
structures and inter-object occlusion.

Traditional surveillance systems use fixed cameras to track
objects, so they only passively receive the information of
cameras. In order to expand the camera’s view, Pan-Tilt-Zoom
(PTZ) cameras are adopted which can track targets
automatically. In the field of camera’s view, the PTZ will
detect the moving target as soon as it appears. Then the PTZ
camera will track the active target according to the orientation
of the target, and always keep it in the central area of an image.
Thus, an active monocular video surveillance system achieves
wider coverage as compared to the ones with single fixed
vision camera. Moreover, in such cases the system can have a
better look at the interesting target, which may be an unusual
intrusion activity.

Some works on active tracking have been reported. In [1],
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Yilmaz et al. proposed an algorithm of contour-based people
tracking. The algorithm had two major components related to
the visual features and the object shape. It evolved the contour
from frame to frame by minimizing the energy functional. It
could track the complete region of the non-rigid objects and
recover occluded object parts. But sometimes occlusion
detection of this work would go wrong. Varcheie et al.™”
designed a network-based PTZ camera system which could
track the human upper body in an online application. However,
it would lose the target if the person suddenly changed his
motion direction. Chen e al.”! applied multiple cameras in
automated surveillance systems. They proposed a novel
mapping algorithm that could derive the relative positioning
and orientation between two PTZ cameras based on a unified
polynomial model without prior knowledge of camera intrinsic
parameters. In the work of [4], Elder ef al. used two cameras.
One was a fixed, pre-attentive, low-resolution wide-field
camera for detection, while the other was a shiftable, attentive,
high-resolution narrow-field camera for confirmation and
further analysis. The advantage of this system was a wide FOV
(Field of View), but it relied on a communication feedback
between two cameras.

In this paper, we focus on the active tracking for indoor
surveillance with a single PTZ camera. When the system starts,
a counter of moving objects which are detected by temporal
differencing is set up. When several successive frames detect
one target whose area is bigger than the threshold in each of
them, the current moving target will be regarded as the tracked
one. At the same time, we record the color feature of the
object’s silhouette. As the system goes, the color feature is
updated if the degree of similarity between the current color
silhouette and the latest color silhouette exceeds the similarity
threshold. When multi-objects appear in the scenes, we utilize
color silhouettes to identify the tracked target. When the object
is moving out of the central area of the image, the system will
drive the camera to capture the tracked target again.

The rest of the paper is organized as follows. In section II
the system overview and framework will be described.
Section III formally presents our algorithm. In the subsequent
section IV, some experimental results of active tracking with a
PTZ camera is discussed and analyzed. Finally, we conclude
the paper by highlighting the achievements and future work in
section V.

978-1-4673-7687-7/15/$31.00 ©2015 IEEE



II. SYSTEM OVERVIEW AND FRAMEWORK

The mobile sensor system is made up of three main
components: a PTZ camera, a video capture card, and a
computer which will run our tracking method. The framework
of the system is shown in Fig. 1.

= &
Capture Card
| | Tracking
Method

PTZ Camera

Surveillance Video

Live Scenario

Computer
Fig. 1 The framework of the system

In our system, the PTZ camera is Sony EVI D100P whose
CCD (Charge-coupled Device) features 440,000 effective
picture elements. The video capture card is 10moons SDK
3000 which can offer YUV2, RGB32, RGB24, and RGB555
video formats. A data line is used to connect DB9 port of the
computer and VISCA (Video System Control Architecture)
port of the camera, thus the tracking method can send the
commands to the camera to control its movement.

III. THE TRACKING METHOD

In order to construct a completely automatic tracking
system, motion detection and location estimation, which are the
prerequisites of moving target tracking, need to be done. In
other words, we should let the camera know what is to be
tracked and where the target is. After the segmentation of the
foreground, the system needs to track the target automatically
with tracking algorithm from the next frame. Once the target is
detected, the system will judge if the camera should move and
what angle the camera should conduct.

Our method of active tracking includes three modules.
They are the module of color silhouette extraction, the module
of similar measurement of color silhouette, and the module of
camera control. The module of silhouette extraction can find
the motion targets quickly and accurately as soon as active
objects appear. The tracking module aims to identify the
tracked target among the candidate objects. The last module
will drive the camera in terms of the orientation of the tracked
target in current frame.

A. Color Silhouette Extraction

Object detection is usually considered as the first step of
video tracking. It provides necessary feature information of
targets for analysis. Popular methods for motion detection
include background subtraction, optical flow and temporal
differencing. An appropriate choice among such methods
usually depends on different scenarios. The background
subtraction uses the subtraction of the current frame and the
background image to provide complete foreground data. Hence
it is sensitive to dynamic scenes. Optical-flow-based motion
segmentation uses characteristics of flow vectors of moving
objects over time to detect moving regions in an image
sequence. It can be used to detect independently moving
objects even in the presence of camera motion. However, most
flow computation methods are computationally complex and

very sensitive to noise, and cannot be applied to video streams
in real time without specialized hardware. The temporal
differencing, which can also be called frame differencing,
utilizes subtractions of consecutive frames to establish the
foreground. It is still effective when the camera is moving.
Meanwhile, it has a significantly less computational cost
compared with the optical flow approach. Consequently, we
use temporal differencing to detect moving objects.

When we carry out the algorithm of two-frame differencing,
we use the threshold 7, to obtain a binary image. If the
difference is greater than the threshold 7}, the corresponding
pixel is considered to be a part of the moving object; otherwise,
it is considered to be the background. Its formula is:
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where 7, (x, y)and 7, (x, y)are the pixel value at time ¢ and
that at time #-1, respectively; 0, (x, y) is the binary difference
result.

However, the temporal differencing often results in holes
inside a silhouette, irregular shape, or the break of a silhouette.
So we conduct dilation operation of morphology to deal with
the binary difference image. Here we use a 9 X 9 square
structuring element.

After that, we may obtain several silhouettes of moving
objects. But unfortunately, some of these candidate objects are
not the real moving targets that we are interested in. For
example, small silhouettes may result from noise. In another
case, a very big silhouette is probably caused by camera
movement. Such silhouettes should be excluded, and the
corresponding objects should not be tracked accordingly.
Therefore, two thresholds 7, and 7}, (T,>T,) of the area size are
utilized to choose the proper silhouettes. Let S,(i) be the state of
the ith silhouette at time #, and 4,(i) be the area size. If S,(i) is
equal to 1, it means that the ith silhouette will be kept,
otherwise it will be discarded. It can be formulated as:

5. = {1
0

Now the silhouettes that we are interested in are left. We
should make further judgment. Because sometimes the object
silhouette still breaks into several parts despite dilation, some
silhouette areas of the parts of the moving object can make S;(7)
true. At the same time, we notice that this phenomenon can
hardly last for multiple successive frames. That is to say, it
happens occasionally. Therefore we set a counter to record the
number of moving objects in the scenes when the system starts.
If the number of moving objects in the current frame is not
equal to the counter, the total objects in the current frame will
be discarded. If the number of moving objects is unchanged for
certain successive frames, the counter will be updated by this
new number.

T < AU) <7, 2)
else

Because the dilation operation has been conducted during
the course of object detection, the silhouette region will be
bigger than the actual object. Correspondingly, an erosion
operation will be applied to silhouettes.



Then we extract the data in the live image corresponding to
the eligible silhouette in the binary image to form a color
silhouette. We suppose that the color silhouette can represent
the corresponding object.

Fig. 2 shows the process of the color silhouette extraction.

) current frame

(c) binary difference image (d) dilation result

{

(f) erosion result

(e) small silhouettes removed

(g) extracted color silhouette (h) extracted color silhouette
before erosion after erosion
Fig. 2. The color silhouette extraction

B. Silhouette Measurement

Now we will track the moving target using color silhouette.
In order to match the color silhouettes, we measure the
similarity of two color silhouettes according to their major
color spectrum histogram (MCSH) !, We follow these steps
below to obtain the MCSH of color silhouette.

(1)Stepl: the normalized geometric distance between two
color pixels in the RGB space can be given by the following
equation:

d(c C ): HCF 7C‘[H - \/(R/’ 7R‘l)z Jr(Gﬁ 7Gq)2 +(B[7 7Bt/)z (3)
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where C,=(R,, G, B,) and Ci=(R,, G, B) are the color vectors.

(2)Step2: we scan the pixels in the color silhouette to
cluster them. The scan direction is left-to-right along the rows
and then top-to-bottom. We will regard the first pixel as the
center of the first cluster. If the distance between the
subsequent pixel and the center of an existing cluster is shorter
than the threshold, the current pixel will belong to the cluster,
and the element number of the cluster will add one. Otherwise
it will be the center of a new cluster.

(3)Step3: After all pixels are traversed, K-means clustering
method is used to refine the cluster centers. The objects’ pixels
are scanned in row-major order. We compute the distance
between the current pixel and each cluster center, and assign
the pixel to the closest cluster. Then, the center of this cluster is
updated. The update strategy is defined as:

R.()) = w(i)RG)+(1—w()R.( 1) )
G. (i) = w(i)G(i) + (1 - w(i)G,(i 1)
B.(i) = w(i)BG)+(1—w())B.( 1)

where i is the current number of pixels in the cluster, R(7), G(i),
B(i) are the RGB components of the ith pixel, R.(7), G(7), B(7)
are the center of clustered pixels after the ith pixel has been
processed, and w(i) denotes the coefficient which is equal to 1/i.

So a MCSH representation can be obtained for a color
silhouette. Fig. 3 shows the MCSH of Fig. 2(h). The horizontal
axis and vertical axis denote the color components and the
frequency of color components, respectively.

Fig. 3. The MCSH of Fig.2(h)

Then we can exploit the method of [5] to measure the
similarity of two silhouettes.

If the value of silhouette similarity between a candidate
object and the recorded true object is bigger than the threshold,
the current candidate object will be regarded as the true target.
Consequently, the MCSH representation of the recorded true
target of the system will be updated by that of the just selected
true one.

C. Camera Control

In our system, the EVI-D100P that serves as the peripheral
device is connected to the computer using communication
conforming to the RS-232C standard with 9600 baud, § data
bits, 1 start bit, 1 stop bit, and no parity.

The basic unit of VISCA communication is called a packet
(Fig. 4). The first byte of the packet is called the header which
comprises the sender’s and receiver’s addresses. The header of
the packet sent to the EVI-D100P assigned address 1 from the
computer (address 0) is hexadecimal 81H. The next part is the
message whose length varies from 1 byte to 14 bytes. Every
message has different meaning which can control the camera to



conduct the corresponding operation. The end of the packet is
the terminator which means the total packet has been
transmitted.

Packet(3 to 16 bytes)

Header Message(1 to 14 bytes) Terminator

. Pkt o o

Byte 0 Byte 1 ‘ Byte 2 ‘ Byte 3 ‘ ‘ OXFF

Fig. 4. Packet structure

The tracked target is always adjusted in the middle of the
image in an active surveillance system. However, in order to
keep a smooth video, we should not control the camera to
move every time when the tracked target changes a location. If
the distance between the centroid location of the target and the
center of the image exceeds the threshold, the camera will
move.

IV. EXPERIMENTAL RESULTS

In an active tracking system with a single PTZ camera,
there is always only one true target. We consider the first
moving object whose silhouette meets the above conditions to
be a true target, and call the other moving objects false targets.
In order to test the effect of our method, we use real-life video
sequences of indoor scenario. The tracking algorithm has been
tested over events such as entering or leaving the FOV of the
camera and occlusion with other people in the scene. By trial
and error, it is found that the values of T4= 8, T,= 0.065*W*H,
and 7, = 0.4*W*H can work well in our experiments, while the
parameters of ¥ and H mean the image width and height,
respectively.

Fig. 5 shows the tracking results when an occlusion occurs.
The red box denotes the detected moving object, and the green
cross means the location which records the centroid of the true
target in the current frame. We can see that the tracking for the
true target will not be affected by false objects in our system.
When there are several candidates, our algorithm can identify
the true target. When the occlusion occurs, the overlapping
silhouette is not similar with that of the true target. So our

algorithm still keeps the latest correct location of the true target.

-

(c) another moving object (d) the silhouette of (c)

(e) occlusion (f) the silhouette of (e)
Fig. 5 Example of occlusion

Fig. 6 illustrates the movement of the PTZ camera when the
tracked target will leave the camera’s FOV. Our algorithm will
change the camera angle to make the tracked target in the
central area of an image.

(a) the trcked object (b) keep the tracked object
near the edge in the center
Fig. 6 Example of leaving the FOV

V. CONCLUSION

In this paper, we propose an approach to track a target
actively with a PTZ camera. We exploit the color silhouette
which is represented by MCSH as the feature of the tracked
target. In order to get the complete and accurate silhouette, the
dilation and erosion operations are applied to the binary
difference image. The experimental results show that our
system can work well. In the future, more features will be
considered in our approach.
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Abstract—In the emotion recognition area, it is a more difficult
task for recognizing the emotion data from movie or other
spontaneous scenes compared to those laboratory scenes. On
the base of the AFEW 6.0 database, we present a bimodal
emotion recognition approach using the convolutional neural
networks and feature fusion method. Firstly, we cut out the facial
images and get the audio emotion data from videos respectively.
Then, the convolutional neural networks method, the Gabor
method and the openSMILE tool are adopted to extract the
corresponding features, and three fusion methods including the
principal component analysis (PCA) fusion, kernel cross-modal
factor analysis (KCFA) fusion and the sparse kernel reduced-rank
regression (SKRRR) fusion are utilized to integrate the forgoing
facial feature and audio feature in the feature level. At last, the
results on the AFEW 6.0 database show that the accuracy rate
of the PCA fusion method and the SKRRR fusion method are
53.46% and 50.93% with the svm classifier respectively and are
higher than the baseline of the EmotiW 2016 whose accuracy
rate is 40.47%.

Index Terms—Bimodal emotion recognition, Convolutional
Neural Networks, EmotiW 2016 Challenge, Feature fusion

I. INTRODUCTION

Emotion recognition and analysis based on the video or
audio data is a research hotspot in computer vision and
affective computing domain among the latest several tens of
years [1], [2], [3], [4], [5]. Along with the in-depth research
and implementation of emotion recognition approach, the main
attention is diverted from the laboratory scenes to realistic or
spontaneous scenes. The facial expression data or audio data
obtained from the laboratory scenes are relative simple, clear
and apparent, but they have a certain gap with those emotion
data on the realistic or spontaneous scenes. Therefore, the
emotion method learned from the data of laboratory scenes
may be unfit for the realistic scene [1], [6], [7]. Moreover, it
is obvious that the task of recognizing the emotion data from
movie or those spontaneous scenes is more difficult than the
laboratory scenes [6], [8].

In last several years, in order to carry forward the research
of emotion recognition in the realistic or spontaneous scenes,
some researches conduct a series of challenges including the
Facial Expression Recognition and Analysis (FERA) [9], Au-
dio Video Emotion Challenge (AVEC) [10], [11] and Emotion
Recognition in the Wild (EmotiW)[6], [12], [13], which are
based on the movie or other spontaneous scenes [1], [7], [8].

978-1-5386-1937-7/17/$31.00 ©2017 IEEE

The above-mentioned three emotion recognition challenges are
based on the monomodal or multimodal such as the facial
expression and speech modality.

In EmotiW 2014, Liu et al. [7] adopt three image feature
representation methods including HOG, Dense SIFT and CNN
and kernel-based representation modal to conduct bimodal
emotion recognition, and their best classification rate reaches
up to 50.4%. Sun et al. [14] conduct bimodal emotion recog-
nition based on the the decision level fusion strategy by ex-
tracting four classic facial expression features including LPQ-
TOP, PHOG, SIFT and LBP-TOP and speech feature. Chen
et al. [15] present a bimodal emotion recognition approach
based on HOG-TOP and multiple kernel learning, and the best
recognition rate of this approach is 50.4%.

In EmotiW 2015, Zong et al. [1] only utilize the facial
expression modality and conduct the cross-domain facial ex-
pression recognition based on the transductive transfer linear
discriminant analysis approach, and their best classification
rate is 50%. Yu et al. [8] also only use the facial expression
modality and adopt the fusion of multiple deep CNN to
extract facial expression feature, and their best recognition rate
reaches up to 61.29%. Ng et al. [16] perform facial expression
recognition based on the CNN modal and its best classification
rate reaches up to 55.6%. Levi et al. [17] integrate the LBP
method and the CNN modal to conduct facial expression
recognition and get the recognition rate of 54.56%. Cruz et al.
[18] fuse a variety of facial expression features and multiple
speech features to conduct bimodal emotion recognition. Ka-
hou et al. [19] utilize two fusion strategy to perform bimodal
emotion recognition by integrating two deep learning modal
including CNN and Recurrent neural networks (RNN), and its
best recognition rate reaches up to about 52.88%.

In EmotiW 2016, there are two different emotion recogni-
tion challenges including the traditional video-based emotion
recognition and the new group level emotion recognition [1],
[6], [20], [21], [22]. For the video-based emotion recognition
challenges, we present a bimodal emotion recognition ap-
proach using the convolutional neural networks modal (CNN)
[71, [8], [16], [23], [24], [25], [26], [27], [28] and feature
fusion approach. Firstly, we separate the audio emotion data
and cut out the valid facial images from the videos of AFEW
6.0 database [6], [20], [21], [22]. Then, the CNN method, the
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Gabor method [29], [30] and the Opensmile tool [4], [31]
are adopted to extract the corresponding features from the
previously received audio emotion data and facial images. At
last, three fusion methods including the principal component
analysis (PCA) fusion [32], kernel cross-modal factor analysis
(KCFA) fusion [33] and the sparse kernel reduced-rank regres-
sion (SKRRR) [4] fusion are utilized to integrate the forgoing
facial feature and audio feature in the feature level.

The rest of paper includes the next four parts. Section II
introduces the feature extraction method of the CNN modal
and the Opensmile tool. Three fusion methods including the
PCA fusion, the KCFA fusion and the SKRRR fusion are
showed in Section III. Section IV describes the experiment
result of the AFEW 6.0 database. Section V is the conclusion
of this paper.

II. FEATURE EXTRACTION

A. Facial Expression Feature

From the result of the EmotiW 2013, EmotiW 2014 and
EmotiW 2015, we can see that many deep learning based
methods are used as feature representation method and obtain
better recognition result compared to those traditional local
feature extraction methods such as SIFT, LBP, LBP-TOP and
so on [1], [6], [7], [8], [12], [13], [14], [15], [16], [17],
[19]. Among those deep learning based feature representation
methods, CNN is one of the most powerful approach and can
effectively describe the facial expression emotion information
[7], [16], [34]. Therefor, we also adopt the CNN modal to
extract facial expression feature from the AFEW 6.0 database
in this paper.

According to [7], [16], [24], [25], Alex Net is regarded
as one of the most powerful CNN modal and acquire good
performance in recognition task. The hierarchical structure,
the number of layer and other details of the Alex Net can see
[71, [16], [24], [25]. In our experiment, we firstly cut out the
valid facial images from the videos of the AFEW 6.0 database
and resize those facial images to 256 x 256, then we adopt two
different Alex Net based pattern to extract facial expression
feature. The first pattern directly invokes the pretraining Alex
Net modal to train the training data and test the val data of the
AFEW 6.0 database [6]. After obtaining the optimal modal, it
invokes the optimal Alex Net modal to extract the feature of
the test data of the AFEW 6.0 database. The first pattern is
called as Alex Net-1 in this paper. Similar to the literature of
[16], the second pattern firstly utilizes the FER-2013 database
[35] to train the pretraining Alex Net modal in view of the
small sample of the AFEW 6.0 database, and then conduct
the same procedure of the above first pattern to extract the
feature of the test data of the AFEW 6.0 database. The second
pattern is called as Alex Net-2 in this paper. The details of
the procedure and parameter of the Alex Net can see [16].
Moreover, we also extract the Gabor feature except the CNN
feature and integrate the Gabor feature and the CNN feature
as the facial expression feature.

B. Speech Feature

In the last three EmotiW challenges (EmotiW 2013,
EmotiW 2014 and EmotiW 2015), some approaches just take
advantage of the facial expression modality and withdraw the
audio modality [1], [8], [16], [17]. For those making use
of the audio modality approaches, they majority utilize the
openSMILE or openEAR [36] tool to extract the feature of
the audio modality [4], [6], [7], [14], [15], [19], [37]. In this
paper, after separating the audio emotion data from the videos
of AFEW 6.0 database, we firstly get rid of the silence part
of each audio and then similar to [6], we make use of the
openSMILE tool to extract features of the audio modality. The
detailed composition of the extracted audio feature can see the
literature of [6].

III. FEATURE FUSION METHOD

According to the result of last three EmotiW challenges, we
can find that most approaches use the decision level fusion
and seldom utilize the feature level fusion method [4], [7],
[14], [15], [18], [19], [32], [38], [39], [40]. In this paper,
three feature fusion methods including the PCA fusion, the
KCFA fusion and the SKRRR fusion are respectively utilized
to integrate the forgoing facial feature and audio feature in the
feature level.

A. PCA Fusion

Suppose the facial expression feature which integrating the
Gabor feature and the CNN feature is X and the audio feature
is Y. Then the PCA fusion method can be represented as [4],
[32], [39], [41]

. MTX

Fusionpgy = < NTY >

where M and N respectively represent the corresponding
projection matrix of the PCA approach.

B. KCFA Fusion

According to [33], the KCFA fusion method can be repre-
sented as

ey

. T N7 2

argmin  [M7(X) — NTU(Y)}

st MMT =1, NNT =1, )
then it can be rewritten as

tr{e(X)Tp(X)} + tr{v(Y) (Y)}

—2tr{p(X) " MNT ()}
st MM? =1, NNT =1, (3)

arg min
M,N

where M and N respectively represent the corresponding
projection matrix of the KCFA fusion approach. Suppose the
kernel matrix Kx = o(X)"¢(X), Ky = ¢(Y) 4(Y), then
it can be rewritten as another form

arg gllr\} tr{Kx} +tr{Ky}
—2tr{p(X) " MN"y(Y)}
st MMT =1 NNT =1. 4)



According to [33], (4) is equivalent to
arg max tr{e(X)"MNTp(Y)}
st MM?T =1 NNT =1. (5)
Finally, the fusion feature of the KCFA method can be
represented as

(6)

. MTK
Fusiongcopa = ( NTK;( )

C. SKRRR Fusion

According to the literature of [4], the SKRRR fusion method
can be represented as

lo(X) = o(X)MNT(Y) " 9(Y)| 3
M1+ plINIJ1, )

arg min
M,N

then (7) can be represented as the following kernel matrix
form

arg min tr{p(X) (X))} +

tr{u(Y)" 9 (Y)NM"o(X) " o (X)MN"9(Y)" 4(Y)}

—2tr{p(X)" p(X)MN"4(Y)" 4 (Y)}
FAIM1 A+ p]INIfy
= arg II\I/IlllI\} tr{Kx} + tr{KyNM K xMNTKy}

—2tr{KxMN"Ky } + A[M]|1 + ul|N]1,

where M and N respectively represent the corresponding
projection matrix of the SKRRR fusion approach, Kx =
P(X)"p(X), Ky = () 9(Y).

The procedure of the SKRRR algorithm can see the litera-
ture of [4]. At last, similar to the above KCFA feature fusion,
it can obtain the fusion feature in the form of the following
pattern [4], [32], [39]

MTK x ) ©)

Fusionsgrrr = ( NTK,

IV. EXPERIMENTS

In EmotiW 2016, there are two different emotion recogni-
tion challenges including the traditional video-based emotion
recognition and the new group level emotion recognition [1],
[6], [20]. The traditional video-based emotion recognition is
similar to the EmotiW 2014 and EmotiW 2015 challenges, and
the AFEW 6.0 video database of the EmotiW 2016 is gathered
on the base of the AFEW 4.0 video database of the EmotiW
2014 and the AFEW 5.0 video database of the EmotiW 2015.
Moreover, the AFEW 6.0 video database also is composed of
three subsets including training, validation and testing whose
corresponding sample size are 773, 383 and 593 respectively,
and it has seven emotion categories including Anger, Sad,
Neutral, Surprise, Disgust, Happiness and Fear [1], [4], [6],
[71, [8], [16], [20]. Moreover, different with the EmotiW 2014
and EmotiW 2015 challenges, the EmotiW 2016 firstly brings
in the TV data except the traditional movie data [20]. A few

Fig. 1.

A few samples of the AFEW 6.0 video database.

samples of the AFEW 6.0 video database is shown in the Fig.2

The result of the baseline, the audio only, the video only
((Alex Net-1+Gabor) and (Alex Net-2+Gabor)), the PCA
fusion method, the KCFA fusion method and the SKRRR
fusion method with the SVM classifier on the EmotiW 2016
are given on Table 1.

From Table I, we can observe that the accuracy rate of the
video based on Alex Net-1 and Gabor or Alex Net-2 and Gabor
is better than the baseline which is based on LBP-TOP [20]

®) on the validation subset. The accuracy rate of the audio is

all obviously lower than the video based on Alex Net-1 and
Gabor, the video based on Alex Net-2 and Gabor and the
baseline on the validation subset. Moreover, the accuracy rate
of the PCA fusion method, the KCFA fusion method and the
SKRRR fusion method are all better than the audio, the video
based on Alex Net-1 and Gabor, the video based on Alex Net-
2 and Gabor and the baseline on the validation subset. On the
testing subset, the accuracy rate of the PCA fusion method and
the SKRRR fusion method based on Alex Net-2 and Gabor
are 53.46% and 50.93% respectively and are higher then the
baseline of the EmotiW 2016 whose accuracy rate is 40.47%.

TABLE I
THE RESULT OF THE BASELINE, THE AUDIO ONLY, THE VIDEO ONLY, THE
PCA FUSION METHOD, THE KCFA FUSION METHOD AND THE SKRRR
FUSION METHOD WITH THE SVM CLASSIFIER ON THE EMOTIW 2016.

Method [ Validation  Testing
Baseline (LBP-TOP) [20] 38.81% 40.47%
Audio 36.03%
Video-1 (Alex Net-1+Gabor) 45.95%
Video-2 (Alex Net-2+Gabor) 42.04%
PCA fusion (Video-1+Audio) 48.30% 46.54%
KCFA fusion (Video-2+Audio) 46.48%
SKRRR fusion (Video-2+Audio) 44.91% 50.93%
PCA fusion (Video-2+Audio) 48.30% 53.46%

The confusion matrix of the audio and the video based on
Alex Net-2 and Gabor on the validation subset are respectively



anger
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Fig. 2. The confusion matrix of the audio on the validation subset.
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Fig. 4. The confusion matrix of the SKRRR fusion method based on Alex
Net-2 and Gabor on the testing subset.

anger
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surprise

0.00 0.06 0.06 0.11 0.09 0.06
0.25 0.10 0.05 0.20 0.18 0.15 0.08
0.30 0.00 0.11 0.13 0.20 0.17 0.09
0.10 0.02 0.00 0.11 0.06 0.00
0.13 0.02 0.00 0.02 0.14 0.03
0.21 0.02 0.00 0.150.33 0.28 0.02

0.24 0.00 0.09 0.11 0.24 0.13 0.20

anger
disgust
fear
happiness
netural
sadness

surprise

0.02 0.10 0.06 0.13 0.02 0.02
0.17 0.06 0.06 0.08 0.33 0.25 0.06

0.12 0.00 0.030.14 0.17 0.05
0.09 0.01 0.01 [9¥480.13 0.04 0.01
0.09 0.03 0.06 0.05[¢4:10)0.16 0.01
0.17 0.01 0.08 0.06 0.25 0.35 0.07
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Fig. 3. The confusion matrix of the video based on Alex Net-2 and Gabor
on the validation subset.

given on Fig.2 and Fig.3. The confusion matrix of the SKRRR
fusion method and the PCA fusion method based on Alex Net-
2 and Gabor on the testing subset are respectively given on
Fig.4 and Fig.5.

In this paper, as we have not utilize some deep learning
based methods to the audio, so the final recognition rate is
not very satisfied, and we can improve the accuracy rate of
our approach in future by utilizing some deep learning based
methods such as DBN [42] to the audio.

V. CONCLUSIONS

In this paper, we present a bimodal emotion recognition
approach using the convolutional neural networks and feature
fusion method (the PCA fusion method, the KCFA fusion
method and the SKRRR fusion method). The results on
the testing subset of the AFEW 6.0 database show that the
accuracy rate of the PCA fusion method and the SKRRR
fusion method based on Alex Net-2 and Gabor are 53.46%
and 50.93% with the svm classifier respectively, and are higher
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Fig. 5. The confusion matrix of the PCA fusion method based on Alex Net-2
and Gabor on the testing subset.

than the baseline of the EmotiW 2016 whose accuracy rate is
40.47%.
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Deep learning application: rubbish classification with aid of an

android device
Sijiang Liu*?, Bo Jiang?, Jie Zhan?
#College of Educational Science and Technology, Nanjing University of Posts and
Telecommunications, Nanjing, China

ABSTRACT

Deep learning is a very hot topic currently in pattern recognition and artificial intelligence researches. Aiming at the
practical problem that people usually don’t know correct classifications some rubbish should belong to, based on the
powerful image classification ability of the deep learning method, we have designed a prototype system to help users to
classify kinds of rubbish. Firstly the CaffeNet Model was adopted for our classification network training on the
ImageNet dataset, and the trained network was deployed on a web server. Secondly an android app was developed for
users to capture images of unclassified rubbish, upload images to the web server for analyzing backstage and retrieve the
feedback, so that users can obtain the classification guide by an android device conveniently. Tests on our prototype
system of rubbish classification show that: an image of one single type of rubbish with origin shape can be better used to
judge its classification, while an image containing kinds of rubbish or rubbish with changed shape may fail to help users
to decide rubbish’s classification. However, the system still shows promising auxiliary function for rubbish classification
if the network training strategy can be optimized further.

Keywords: Deep learning, image classification, mobile application, android development, rubbish classification

1. INTRODUCTION

Although the theory of multilayer neural networks has been widely studied in 1980s, it’s been quiet for a long time until
deep learning, the new machine learning pattern based on the former theory, was proposed in recent years. Due to the
advantages of end to end learning, non-linear learning and good scalability?, the deep learning method has made much
progress in pattern recognition and artificial intelligence researches. Many classical problems benefit a lot from the deep
learning idea, such as image classification?3, object detection*®, sense parsing®, speech recognition’, etc.

Meanwhile the progresses in theory also lead the advances in applications. The most famous event must be the program
AlphaGo which defeated human players for the first time in Go chess. Researchers also develop deep learning
applications to help blind people navigate unknown environments, or help users identify malware®. This paper focus on
a similar practical problem in real life that people, confronted with kinds of rubbish, are usually like blind people, having
difficulty in identifying rubbish’s classifications and placing them in the right rubbish bins. Since the deep learning
method has high accuracy rate in image classification and object detection areas, it can no doubt perform rubbish
classification well if being integrated with other techniques by designing and implementing carefully.

There were some patents which described so called “smart bins” to help people classify rubbish automatically. The core
techniques in those smart bins were traditional image process methods, and hardware composited by bloated modules
needed to be installed in a rubbish bin. Obviously, this kind of design is out-of-date, inconvenient to maintain and easy
to be damaged. Nowadays mainstream designs prefer to move much work to the cloud computing, leaving terminals
light and handy. Therefore we hope that people can classify rubbish easier and faster with aid of an ordinary mobile
device which almost everyone has. In this paper a prototype system using deep learning technique was proposed to
realize the above goal.

The rest of this paper is organized as following. Section 2 gives an overview about our prototype system and the main
workflow. Section 3 introduces some technique details. In section 4 some preliminary tests on the system are presented
and discussed. Finally in the last section we conclude the paper and outline our future work.
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2. SYSTEM DESIGN AND WORKFLOW

2.1 System architecture

As mentioned above, to realize the goal of rubbish classification conveniently, the prototype system in this paper should
be designed with light and handy terminals, and much work should be done on “cloud”, i.e., on a web server remote.

Considering that mobile devices have become important tools in our daily lives, it’s natural to take advantage of them as
terminals in our system. A simple and clean app on mobile devices could be enough if it has functions of taking rubbish
pictures and uploading/downloading data stream to/from a server.

The remote web server will be responsible for requests from terminals, analyzing image data uploaded by them, and
giving results back along its origin connection. In theory, the server should own a trained classification network, which
uses an image containing rubbish as input and output an object detection result or a label of the rubbish type. On the
basis of former output, the classification guide would be provided on users’ mobile devices.

Hence the architecture of our prototype system corresponding to above descriptions is shown in figure 1.
Deep learning

deploy framework
using Caffe

Upload Download
‘ results

e p
: Android app
é B install designing and
~~r developing
!ﬂ Taking =
pictures

Figure 1. The architecture of the prototype system in this paper.

At least two significant advantages could be seen in this architecture. One is that cloud servers would collect massive
image samples to persistently help improving classifying ability, and they are easily scalable with the number of
terminals. The other is that light and handy terminals conform to the trend of internet of things, where terminals are
desired to be with small size and light weight. The user terminals in this architecture need so simple functions that
perhaps a small hardware module can perform the same work as well. So a rubbish bin integrated with that kind of
module will be a more smart internet-of-things product.

2.2 Workflow of our android app

Since major work can be done by servers, terminals actually only have to do several quit simple jobs, including taking a
picture of unclassified rubbish, uploading the image to servers for analyzing, retrieving the feedback and displaying
results. We’ve developed an app organizing above jobs on android platform to guide users for smooth experience. It’s
not hard to extend this app to other mobile platforms.

a =
i Classification:
@ Explanation
IR | S
7
[z=2 Waiting for the
Take photo Q server analyzing...

N W N

Figure 2. The workflow of the specially developed app on android platform.
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3. TECHNIQUE DETAILS

3.1 Caffe framework for deep learning

“Caffe” is a clear and effective deep learning framework created by Dr. Yangging Jia', and it’s released under the BSD
2-Clause license. Many developers have forked Caffe source codes for improvements and researches.

A typical Caffe project is composed by two parts: network modeling and parameters configuration. The former defines
the whole structure of the deep learning network as well as behaviors of every layer in it. The latter defines all
parameters needed in network training such as weight decay, iteration number and so on. Both parts are implemented
using Google Protocol Buffers!® data format, a kind of textual modeling language, which hides implemental details and
is platform-neutral. This feature is very friendly to developers.

A deep learning model, called Net in Caffe, should be combined by multiple layers to form a directed acyclic graph.
Layers are basic units in a Caffe Net for computing and other data manipulations. One layer example is shown in figure
3 with its structure sketch on the left and Google Protocol Buffers description on the right.

Layer {

name: “conv1”

type: “Convolution”
bottom: “data”
top: “conv1”
convolution_param {

convl(CONVOLUTION) ‘ num_output: 20
kernel_size: 5

weight_filler {

type: "xavier”
&« ’
}

}

Figure 3. The structure sketch of an example layer (left) and its Google Protocol Buffers description (right).

Moreover, a Caffe Solver is indispensable to optimize the Caffe Net. That is to minimize a given loss function to obtain
optimized parameters in the Caffe Net. Equation (1) shows a basic loss function, where D represents a dataset, and X (7)
is an itemin D. fW (Xm) means the loss of an item. () is a regularization term to weaken the overfitting and A is

the weight. Stochastic gradient descent method can be used to update weights W set in the whole Caffe Net'?.

/) ,
L(W) = ‘% >4 (X (1)) + Aar(p) 1)

Caffe Net training is an energy-consuming task, so the official website of Caffe has offered different kinds of trained
Net®3. This paper chose BVLC Reference CaffeNet trained on ImageNet dataset, and deployed it on a server following
Caffe tutorials.

3.2 Post-classification method using regularization expressions

Theoretically, a Caffe Net for the goal of rubbish classification should be trained specially. Thus the server can offer
classification services directly. However, since an already trained model was adopted mentioned above, the output of the
Caffe Net corresponding to an input image would be class labels which cover most common objects in life, instead of
actual rubbish classifications.

The recyclable Harmful waste Kitchen waste Other waste

food |veget
able|peel|b
one|...]

[battery|dr
ug|magquilla
gel..]

paper|plas
tic|glass|m
etal|...]

Figure 4. Four regularization expressions are associated with four rubbish classifications.
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Therefore, the paper used regularization expressions as a post-classification method to match a class label to one specific
rubbish classification. For example, there are four rubbish classifications in our system, shown in figure 4. And different
regularization expressions including many labels are associated with those four classifications.

The output of the trained Caffe Net could be five class labels and their probabilities. In case the first probable label is a
false prediction and make wrong classification, we use all five labels to help classifying and sum probabilities in four
classifications respectively. The classification with the maximum sum value will be the final decision for an image input.

3.3 Android app developing

Since the official android developing IDE, Android Studio, was released in 2013, it has achieved rapid progress. More
and more developers migrate their projects to Android Studio for its favorable usability and comprehensive supports.

In this paper we used Android Studio v2.2.3 and Android SDK 21 to develop our app, which was then installed on a
Google Nexus 5 with android platform 5.0. The functions of this app are realized via four android activities and layouts.
And it needs permissions to access the phone camera and network.

4. RESULTS ANALYSIS

We tested the system by three types of rubbish images: images containing a single object with its origin shape, images
containing an object with changed shape and images containing several rubbish.

Obviously, tests using the first type of images can more probably get accurate classification because of the outstanding
image classifying ability of the Caffe Net. One example is shown in figure 5. The top two class labels returned by the
server were “vessel” and “container”, so our post-classification method judged the object in the image as the recyclable
waste.

] L7 R

€ DemoBolaTu

ver: | &%

olewun

Recyclable Uaste

OTEET T 2
E®. BR. 68,

WOCTEROM. &
RAM. RBW. RS,
EEER,

L, EIRROOE
ETO0R. BRR. AH
%. OM%. RQNOING

=m0,

Figure 6. Test examples containing a damaged plastic bottle (left) and some batteries (right).

However, images containing an object with changed shape or containing several rubbish would cause wrong
classifications, as shown in figure 6. On the left of figure 6 is a picture of a damaged plastic bottle. But two most
probable labels returned by the server were “nematode” and “worm”, and the bottle was classified as other waste, which
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should be the recyclable. While on the right of figure 6 is a picture containing some batteries, which should be harmful
waste. But top two probable labels returned were “implement” and “device”, and rubbish in this image was finally
classified as the recyclable incorrectly.

However, tests still show some feasibilities in our system. If users just take a photo of an object, the system can usually
give a correct rubbish classification.

5. CONCLUSION

In this paper, we present a prototype system for the rubbish classification based on the deep learning method. Firstly the
CaffeNet Model was adopted for our classification network and the trained network was deployed on a web server. Then
an android app was developed for users to capture images of unclassified rubbish, interact with the server backstage and
obtain the classification guide by a mobile device conveniently. Tests on the system showed its promising usability and
directions for improvement. One critical factor is that the system adopted an already trained Caffe Net on the ImageNet
dataset, so the classifying process is not performed directly. A post-classification step may cause unexpected errors
although it can utilize the classifying ability of existing deep learning networks.
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Abstract—Since the lighting conditions in strong contrast
regions between the light and dark cant be estimated accu-
rately by traditional center/surround Retinex algorithm, the
over-enhancement and color distortion may exist. In view of
this, combining with the human visual characteristics, a color
image enhancement algorithm based on tone-preserving was
proposed. A determination function was added to the bilateral
filter to estimate illuminance image more accurately and weaken
over-enhancement. According to human visual masking effect,
the improved gamma correction was utilized to correct the
brightness of illumination image adaptively and the local contrast
of reflection image obtained by division was enhanced based on
local statistics. Besides, the final enhanced image was obtained by
combining illumination image with reflection image, which can
make image appear more natural. Compared with other similar
algorithms from both subjective and objective aspects, the results
show that this method being applied to low-contrast color image
enhancement can not only improve image clarity, but reduce
color distortion.

Keywords—Retinex; tone-preserving; bilateral filter; masking
effect; local contrast

I. INTRODUCTION

In the actual lighting conditions,the images acquired by
digital cameras, camcorders, smart phones or other terminals
always appear to be too bright or dark in certain regions, result-
ing in low overall contrasts and unsatisfactory visual effects.
The traditional image enhancement methods such as histogram
equalization, homomorphic filtering and nonlinear mapping
are mostly applied to gray images. Color image enhancement
is even more complex with respect to the gray image. As
the color image contains color information, the color should
also keep undistorted when the image brightness and details
are improved. Furthermore, enhancing RGB three components
respectively with the same methods will damage correlation
between them and easily lead to color distortion. Currently,
space conversion is the more commonly used method. That
is, the image is converted to a particular color space so
as to separate brightness from color, and its brightness is
only processed to maintain hue consistency. However, which
method of enhancing image brightness to pick is still a subject
worthy of study.

At present, among a variety of color image enhancement
algorithms, the Retinex (abbreviation of retina “Retina” and
the cerebral cortex “Cortex”) algorithm [1] has been more

widely used because it can achieve a good balance between
the dynamic range compression, edge enhancement and color
constancy. Retinex algorithm includes random path Retinex,
MsCann’s Retinex, variational Retinex and center/surround
Retinex. Among them, center/surround Retinex is currently
the most widely used algorithm, including SSR (Single Scale
Retinex), MSR (Multi-scale Retinex) and MSRCR (Multi-
Scale Retinex with Color Restoration). However, as the three
algorithms all assume uniform incident light change, the over-
enhancement and color distortion may be easily produced in
light mutation regions. To solve these problem, reference [2]
used bilateral filter rather than the traditional Gaussian filter to
reduce over-enhancement and have more accurate illumination
estimation; reference [3] applied MSR to the luminance com-
ponent of HSI color space and keep S unchanged, in order to
keep color consistent; for reducing color distortion, reference
[4] not only applied MSR to the luminance component of HSV
color space, but corrected the saturation component S, aiming
to maintain the relative relationship between brightness and
saturation.

In this paper, a new method based on tone-preserving was
proposed. That is, the image is converted to HSI color space,
only its brightness is enhanced while its color component H
and S keep unchanged. The experiments show that this method
can effectively reduce over-enhancement and color distortion.

II. RETINEX THEORY

According to Retinex theory [1], an image can be repre-
sented as:

S(x,y) = R(z,y) x L(z,y) (1)

Where L(x,y) is illumination image, R(x,y) is reflection
image corresponding to image’s essential attribute, which can
be obtained by making the equation (1) logarithmic, and
subtracting luminance image from the original image S(x,y).

log(S(z,y)) = log(R(z,y) x L(z,y)) 2)
log(R(z,y)) = log(S(z,y)) — log(L(z,y)))  (3)

The basic idea of center/surround Retinex is convoluting
the original image with a Gaussian kernel function to obtain
illuminance image. For example, SSR algorithm [5, 6] uses a
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single-scale Gaussian kernel function to estimate illuminance
image.

Rssr(z,y)) = log(S(z,y)) — log(S(z,y) ® F(x,y)) 4

Where ® represents convolution, F(x,y) is Gaussian kernel
function. Due to the problem that single scale parameter is
difficult to balance color fidelity and contrast enhancement,
Rahman proposed MSR algorithm [7, 8], as shown in formula

®):

K
Rysgri = Z Wi X Rssr.i )
k=1

Where W, is weighting coefficient, k is number of Gaussian
function or surround scale. For color images, Rgsr,; is the
SSR result of scale k and channel i.

The MSRCR algorithm[9, 10] uses a set of color recovery
factors and multiplies by the result of MSR as in formula (6)
and (7), which can make up for deficiencies in color fidelity
to a certain extent.

Rysrer,i(x,y) = Gi(z,y) X Rysr,i(x,y) (6)

N
GM@=MMM&WM4MZMMM<D

Where G;(x,y) is color recovery factor, « is the intensity
of nonlinear transformation control. 3 is gain constant. A lot
of experiments demonstrate that, although the color recovery
factor can increase color saturation, there is still some color
distortion in light mutation regions.

III. THE PROPOSED ALGORITHM

In order to keep tone constant, we convert image to HSI
color space based on human visual characteristics. First, for
the reduction of over-enhancement, we extract illuminance
image with improved bilateral filter and obtain reflection image
by division operation; next, we correct the luminance image
brightness using improved gamma function and enhance the
contrasts of reflection image with local statistics; finally, com-
bining illumination image with reflection image, we convert
the enhanced image back to RGB color space. The algorithm
block diagram is shown in Fig.1:

A. Illumination Estimation

Gaussian kernel function only considering the location of
surrounding pixels, thus easily leads to inaccurate illumination

estimation in light mutation regions. On the other hand, the
bilateral filter [11] considering both the position and corre-
sponding values of the pixels, can estimate illumination more
accurately. However, when applied to regions under strong
contrasting light cases, the estimated illumination value is
always smaller than its real value and the reflected value is
bigger, which will cause the over-enhancement.

Therefore, a determination function is added to bilateral
filter to determine whether a pixel can participate in filtering
or not. More specifically, if a surrounding pixel value is
greater than or equal to the center pixel value, the value of
determination function is 1, otherwise, the function value is
0. In this way, it can ensure the estimated illuminance value
is equal to or larger than its true value and thus weaken the
over-enhancement. The improved bilateral filter is described
as in formula (8):

2. S(p)elp, 9)9(S(p), S(@))H(S(p), S(a))

_ qEQ
L(p) = ;QC(pa 2)9(S(p), S(q))t(S(p), S(q)) (8)
ﬂﬂMﬂ@»:{; igzam
L),
C(p’ Q) =e 2 6d
_165(). (@),
9(S(p),S(q)) =e 2 0y

Where #(S(p),S(q)) is determination function, g(S(p),S(q))
and c(p,q) are respectively brightness and distance similarity
between surrounding point p and center point g; d(p,q) is
Euclidean distance; 6(S(p), S(q)) is brightness difference;
L(p) is the value of point p after being filtered; p is the
location of the point whose coordinates is (X, y); ¢ is the
position of neighborhood pixels of point p; €2 is filter child
window. In addition, the original image S(x,y) needs to be
normalized to a range of 0 and 1, so as to correct illumination
image brightness.

B. Brightness Correction

Ilumination image mainly contains light information cor-
responding to the low frequency parts, and the increment of
brightness can highlight details in dark regions. Furthermore,
according to human visual masking effect [12], the human
eyes are more sensitive to texture details under medium
brightness background than those under the extremely high
or low brightness cases. The traditional gamma correction
can be used to improve image brightness globally, and the
larger the correction factor is, the more obvious the effects
leading to over-enhancement of the relatively brighter regions
are. Therefore, combining with the initial brightness value of
luminance image, the gamma correction factor is revised to
correct brightness adaptively as shown in formula (9). From
Fig.2, the improved gamma correction can be used to achieve
more substantial enhancement of low light regions, the lower
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amplitude increase of bright regions and almost constant of the
highlighted regions, so as to avoid suppressing lighter region
details while highlighting the dark region details.

1
—+ksin(L(z,y))
L'(z,y) = L(z,y)" )
Where L’(x,y) is illumination image after brightness correc-
tion, r is gamma correction factor whose value is normally
greater than 1, k is scale factor ranging from O to 1.

C. Local contrast enhancement

The logarithmic transformation is used to compress dynamic
range by classical Retinex algorithm, although the overall con-
trast is enhanced, the local contrast is reduced.As a result, we
directly utilize division operation to obtain reflection image.
As reflection image represents details and color information,
the local contrast enhancement of reflection image can improve
image clarity and visual effect. The local contrast enhancement
based on local statistics [13] is described as follows:

R(e,y) = igzi (10)
R'(z,y) = R(2,y) + k x [R(z,y) — R(z,y)] (1D

Where R’(x,y) is output reflection image, R is neighborhood
average of 3x3 region, k is gain factor between 1 and 2, the
larger k is, the more obvious the enhancement effects are.
Local variance or local contrast can be improved k2 times,
which can be deduced from formula (11).

D. Combination of Illumination and Reflection Image

Generally, the illumination image also contains a portion of
high-frequency information, if being completely removed, the
results may inevitably lose some details and the color will
appear unnatural. For this reason, we obtain the enhanced
result by combining the luminance image in formula (9) with
reflection image in formula (11) to obtain the enhanced result.

Riast(w,y) = R'(z,y) x L'(x,y) (12)
Where R;,s:(x,y) is the enhanced compound image.

IV. ANALYSIS OF EXPERIMENT

To validate the effectiveness of the proposed algorithm, we
choose three relatively low-contrast images for comparative

analysis. Compared with MSRCR, reference [2], [3], [4], the
results are shown from Fig.3 to Fig.5.

(e) Reference 4 (f) The proposed algorithm

Fig. 3: Comparison 1 of results

A. Subjective Analysis

As can be seen from Fig.3 (b) to Fig.5 (b), the dark details
and contrasts are enhanced by MSRCR to a certain extent.
However, the over-enhancement results in the reductions of
local contrast especially in Fig.3 (b). Besides, there is color
distortion in Fig.4 (b) and Fig.5 (b). Comparing Fig.(d) with
Fig.(e) from Fig.3 to Fig.5, the subjective enhancement effects
are similar in preference [3] and preference [4], although the
dark region details are enhanced, it is not so obvious for
the darker region in Fig.3(d) and Fig.3(e). From Fig.3 (c) to
Fig.5 (c), the visual effects in preference [2] are superior to
preference [3] and preference [4] regardless of the brightness
or details. But the halo still occurs in strong shading regions
as shown in Fig.4(c). From Fig.3(f) to Fig.4(f), the proposed
algorithm not only improves the overall brightness and details
of dark regions and suppresses over-enhancement effectively,
but also makes the image color more vivid and overall visual
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Fig. 4: Comparison 2 of results

effect better. It is superior to the preference [2] in the aspects
of brightness, sharpness and color.

B. Objective Analysis

In order to further demonstrate enhancement effects, we
choose information entropy, mean and average gradient as
objective evaluation indexes. The entropy evaluates the amount
of information contained in the image. Mean reflects the image
average brightness. Average gradient reflects the image details.

As can be seen from Table I, the information entropy,
mean and average gradient of all algorithms are improved.
Among them, MSRCR owes highest mean because of over-
enhancement, but the information entropy and average gra-
dient are similar to other algorithms except the proposed
algorithm. There is little difference between preference [3]
and preference [4], and the three indicators of preference [2]
are higher than theirs. The information entropy and mean of
the proposed algorithm are higher than preference [2], and
the average gradient is significantly higher, which means the

(d) Reference 3

(f) The proposed algorithm

(e) Reference 4

Fig. 5: Comparison 3 of results

overall brightness is higher and the detail enhancement is more
obvious.

V. CONCLUSION

The main contribution of this paper is the improvement of
bilateral filter extracting illumination image more accurately,
which can weaken over-enhancement. According to human
visual masking effect, the brightness of illumination image is
corrected adaptively and the local contrasts of reflection image
are also enhanced to further improve clarity. The combination
of illumination image and reflection image can make the result
more real and natural. The experiments show the proposed al-
gorithm not only reduces the over-enhancement, but maintains
the consistency of tone, and the overall visual effect is much
better than other algorithms.
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Abstract—Traditional video synopsis methods model the pro-
cessing into an optimization formula where relations among ob-
jects such as collision cost are utilized while entire re-calculation
is introduced under each possible temporal shift. Unlike the
pairwise cost optimization, we propose a low-complexity and
efficient online synopsis method where each tube is processed
independently. Without tubes’ comparison, the rearrangement is
accomplished by a simple projection strategy and an updating
projection matrix which records the newest information of the
moving space. Furthermore, buffer and a predefined fitness
condition also help to increase spatial and temporal utilization.
Experiment results demonstrate that the proposed method is
superior to other synopsis methods in the processing speed and
temporal consistency.

Keywords—video synopsis; projection matrix; buffer; collision

I. INTRODUCTION

In the world armed with cameras that generate massive
records at an explosive speed 24 hours constantly, the volumes
of surveillance videos are burgeoning. Surveillance videos are
usually too lengthy to get fully utilized. It is also extremely
time consuming and ineffective to browse and search by
human force for interesting objects.

Many approaches are proposed to condense the volume
of videos and relieve the memory burden at the same time.
Among them, video synopsis is a convenient and user friendly
method that grabs widely attentions at this field. It aims to
provide a compact video representation, while preserving the
essential activities of the original video [1].

There are basically two approaches of video synopsis pro-
cessing, including offline and online method. Offline video
synopsis is firstly proposed by Pritch et al [1, 2] and developed
as a two-phase processing method [3, 4]. The first phase is
to scan the whole video in advance for capturing and storing
trajectories and background. On the second phase, all tubes are
rearranged wholly at one time by formed unary and pairwise
cost functions. Consequently, the offline framework has the
drawbacks of huge calculation and huge memory cost when it
deals with long videos. All these factors hinder this way from
practical usage. For the online synopsis method, it means that
the preparing stage and optimization procedure are processed
parallelly. By introducing buffers to store temporal results
that are unable to be processed in time, the paper [5, 6]

transforms the global optimization as an approximated step-
wise optimization. As a result, it significantly reduce temporal
complexity while re-calculation is still needed under each
possible temporal shift. Another paper [7] takes a new insight
to condense videos in an fully online manner. By maximizing
a posterior estimation composed by three models, objects’
instances are formed into full trajectories. Beside, a synopsis
table is introduced to reallocate each tubes without compli-
cated cost optimization. The processing speed is much fast
and the collision among moving objects are largely avoided.
However, this framework sometimes also cause unsatisfactory
situations due to the unpredictable nature of instances during
tubes’ trajectories.

In this paper, we propose a low-complexity and efficient
online synopsis method to compress videos online. In our
framework, tube is the basic processing unit. After the online
detection and tracking, the vanished tube is rearranged by
a simple tube projection strategy and a projection matrix.
Recording the newest information of the moving space, the
updating projection matrix helps to avoid collision and costs’
re-calculation. Consequently, original videos can be condensed
into synopsis videos with little collision and temporal disor-
der very quickly. Buffer and a predefined fitness condition
are also introduced to generate more compact results. The
proposed method is compared with other two synopsis meth-
ods among several test videos from three metrics of speed,
chronological disorder and condensation ratio. Experi-
mental results validates that our framework can condense input
videos with lower complexity and higher efficiency.

II. PROPOSED METHOD
A. Overview of Proposed Framework

The aim of video synopsis is to generate compact represen-
tation for original videos, as shown in Fig. 1. In Fig. 1(a), the
cube stands for moving space of an video. Red and yellow
curves represent respectively a walking girl with black coat
from ¢7 to ¢7 and a riding man with blue suit from ¢7 to
t5. These two person show up sequentially with a relatively
large time interval which cause much redundancy. While after
objects are rearranged into new temporal positions and useless
frames are removed, the synopsis video shown in Fig.1 (b) is
much more condensed.

978-1-5090-2860-3/16/$31.00 ©2016 IEEE
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(a) Original Video

(b) Synopsis Video

Fig. 1: Illustration of video synopsis

The framework of our method is illustrated in Fig. 2. All
coming frames of a given original video are sequentially
detected and associated to form full trajectories of moving
objects. The associated results are stored in a tube pool.
Meanwhile, dynamic background images by averaging frames
during a certain time interval are generated for later stitching.
Once a tube vanishes in the moving scene, it can be rearranged
to an ideal position by a projection matrix which records the
newest information during reallocation. Once the new position
satisfies the predefined fitness condition, the projection matrix
is then updated and the tube is stitched into the dynamic
background by Poisson editing technology [8]. Otherwise
it should be added into the tube pool for next processing.
The final synopsis video is then generated by the iteratively
performed of this procedure.

Original "
Video }—' Frames |«
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d Dynamic
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—» Tube Pool
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Fig. 2: Framework of Proposed Method

(a)

B. Dynamic Tube Generation

Tube is the processing unit in this paper and is composed
by all instances during the trajectory. Tube ¢ is represented as
Tube; = {0,051 ..., O}, where Of stands for the instance
of object ¢ appears at frame ¢. Each instance is a rectangle

mask and indicates the location. I(x,y,t) represents the pixel

value of original video at and location (z,y) and frame ¢,
satisfying (1 < x < W,1 <y < H,1 <t < T). Objects’
detection and tracking should be performed from beginning
until last. Considering the robustness and effectiveness, we
apply fast R-CNN [9] to detect all instances at each frame.
Meanwhile a fused distance which is used for association into
full trajectories is defined as follows:

D(Ofl 5 sz) = dspatial(Ofl 5 sz) * dchisqr(Hfl 5 H2t2) (1)

where dspatml(Of 1 O?) is spatial distance of two instances
and dcpisqr(H, f 1, Hf2) is Chi-square distance of two his-
tograms in the content. With a simply greedy algorithm, the
instance at current frame is connected to the nearest instance
that appears before. It should be noticed that fast R-CNN could
not enable full detection at one hundred percent ratio and will
also generate a little broken tubes. However, it still can extract
enough important information to represent original videos. In
addition, the broken situation is also considered in the progress
of distances calculation and is optimized at the code level.

Besides the online tracking and association, changing back-
ground for the synopsis video should also be recorded along
time. In this paper, we only deal with surveillance videos with
cameras that are standstill, where the difference in background
is largely due to the change of illumination. Consequently, the
average pixel values during fixed time interval of input video
is assumed as the background image for objects stitching [10].

C. Simple Projection Strategy

The main idea of video synopsis is to remove activity-
less frames, and rearrange tubes in video frames to make
objects that appear sequentially in an original video can
appear simultaneously in the shortened video [6]. While the
high condensation rate will lead to severe collision artifacts
and inconsistency of temporal sequence. They are the two
influential items that determine the quality of synopsis videos
and viewers’ watching feeling.

For two shifted objects and each relative time shift between
them, collision cost is usually defined as the volume of their
space-time overlap among the shared time period as follows:

Ec(i,j) = Y €'(i,]) @)
teT;N7;
et (i, j) records the shared pixel number of object i and j at
the shared frame ¢. While from another aspect, it can also be
understood as the volume of collided pixels of two or more
instances that appear at same frame in the rearranged video
just as below:

E.=Y E.(i,j)= Y &@y,7) 3)
4,J

(zy,7)
1 (x,y)€O], ti>2
s(x,y,ﬂ{ o el 4)

The above equation illustrates the collision cost from above
two different aspects. Intuitively, as long as the instances that



share common pixels don’t show up at same frame, then
collision among them wont exist, This trick means that the
shared pixels should belong to different objects at different
frames to avoid collision.

As a consequence, the rearrangement of a moving object
should satisfies the above condition at all pixels of each
instances during the trajectories. Based on above consider-
ation, a mapping matrix M with the same size as video’s
two dimensional moving space is introduced. It records the
newest temporal positions of each pixels in the moving space.
Consequently in order to avoid collisions, the reallocated
temporal position 7;° of object 7 should ensure all sequential
instances won’t occupy any pixels at the latest recorded
temporal positions according to matrix M.

TP = max max (M(i,j)—t 5

b te{l, e —ti 41} (i,j)eog( (B:3) =) )

After the above reallocation, new positions during object i’s

trajectory will be occupied. So the projection matrix should

be updated accordingly as follows and ¢ has the same range
as Equation 5:

S TS+t
M) = { M, )
Intuitively, the projection matrix M can be understood as
continuous mapping of original videos during the condensation
process. And tubes’ reallocation is accomplished by the trajec-
tories’ information and the already projected data of previous
processed frames. This is what we infer the simple projection
strategy here.

Temporal consistency cost creates a preference for maintain-
ing the temporal relations between objects by penalizing cases
where relations are violated. Even though we process basically
according to the vanish sequence of objects, as long as there
are rooms for incoming tubes, the showing sequence still could
be alternated. Consequently, after each reallocation, increasing
the minimum value of matrix M will ensure the following
objects will never show up before already processed objects.
However, this mechanism will lower the ratio of spatial usage
generally.

(i,5) € O}

other

(6)

D. Optimization

As mentioned before, the maintain of temporal consistency
will lower the spatial and temporal utilization ratio. So our
method make a balance among them with buffer and a prede-
fined fitness condition. During the reallocation, the changing of
reallocation environment will leads to different fitness values
for a given object.

To evaluate the quality of a tube to be stitched into synopsis
video under projection matrix, we also form a matrix W with
the same size as matrix M as follows:

max(M) — M(i,5)
max(M) — min(M) + 1

As shown in the above equation, matrix W represents
the suitability of each pixels among all possible temporal

W(’L,j) =

(7

position. For tube i, it’s fitness can be easily transformed as
the maximum value in matrix W among all pixels during the
trajectory:

fit(tube;) = max  W(O}) (8)

te{1,2,....L;}

Consequently, the value of fit(tube;) and a predefined
threshold which is set as 0.5 in our experiment would de-
termine the suitability of tube ¢. Tube ¢ can be allocated
and stitched if the fitness value is higher than the predefined
threshold. Otherwise, it will be added in the buffer until it is
suitable enough to be processed. Such mechanism can exploit
the resources of each position in temporal and spatial space
to the best extent. Although it distract the temporal continuity
more or less, it is especially suit for generating compact and
short videos with less redundancy.

III. RESULTS AND DISCUSSION
A. Experiment Setting and Results

In order to evaluate the performance of proposed method,
we have tested several surveillance videos on an Intel Core
i5 computer with a 3.2 GHz CPU and 8GB RAM. As for the
space in this paper is limited, so we can’t describe all the
tested videos fully in detail. Consequently four representative
videos among them are selected, whose detailed information
is listed in the Table I. The first frames of the selected four
videos are also showed in the Fig. 3 to give a concrete describe,
By the way, we should notice that not only temporal duration
but also resolution and values of frames per second (FPS) of
Video 4 are larger than any other three test videos, which could
absolutely need more calculation time and spaces during the
condensation.

= MR b,

(c) Video3 (d) Video4

Fig. 3: The first frame of four selected videos
The sampled images of selected original videos and corre-

sponding synopsis videos are shown in Fig. 4. At each column,
the top three pictures are from original video and many spaces
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Fig. 4: Frames from four selected original and synopsis videos

TABLE I: Detailed information of four selected videos

Videos’ Resolution | Duration | FPS | fFrames
Name

Video 1 | 320 x 240 00:05:10 | 18 5592

Video 2 | 320 x 240 00:05:00 18 3755

Video 3 | 320 x 240 00:05:37 18 6081

Video 4 | 1920 x 1080 | 00:41:30 | 25 52084

are empty among them, while the moving space of synopsis
video becomes more occupied and condensed shown below.
Three metrics are adopted for quantitative evaluation: speed,
chronological disorder and condensation ratio. We also
implement offline method [3] and high performance stepwise
optimization method [6] as comparative methods. Detailed
experimental results are shown in the Table II and Table III.

TABLE II: Comparisons of speed and chronological disorder

. Proposed
Videos’ Method [3] Method [6]
Method
Name

Speed | CD | Speed | CD | Speed | CD
Video 1 | 8.67 | 10.00| 247 | 3.22 568 | 1.44
Video 2 | 8.15 | 11.25| 143 | 5.38 337 | 2.00
Video 3 | 853 | 1039 129 | 8.64 310 | 2.63
Video 4 | 035 | 25.48| 7.61 | 28.20| 15.6 | 6.22

Speed refers to the average processed number of frames
per second in average. Higher speed implies faster processing
and low-complexity which are crucial for practical usage. As
Table II shows, our method can deal with the largest number
of frames per second, while offline framework has the lowest
processing speed. We can also see that the speed is decreased
with the increased video content and pixel resolution. Thats
the reason why the last test video is processed relatively slower
than the other three videos. It should also be noticed that as
the framework [3] is a two-phase optimization, so the time
spent during detection and tracking is not considered in speed
value calculation for all three methods.

Chronological disorder (CD) is a metric to evaluate the
ability of maintain temporal relations between objects. Syn-
opsis videos with lower C'D values ensure a better sequence
display and would not disturb viewers’ understanding for
original videos that heavily. Like but different form temporal
consistency cost which is defined in [11], CD is defined as
the ratio between the number of disordered object pairs and
all moving objects’ number:

1
CD = == 1DO(12,15) * D*(I7, 17 9
tiTubeij;bbe{ |D°(1,15) = D*(I7,17)}  (9)

where D°(I7,12) and D*(I7,17) are respectively the frame
distance of tube ¢ and tube j that showing in the original and
synopsis video at first time. §7ube refers to the number of
all moving objects. Tubes are rearranged basically according
to their vanish sequence in our method, which maintain a
good content sequence of original video. As Table II shows,
our method has lower C'D values respective to Method [6].
Besides Method [3] has the worst temporal consistency because
objects’ shift can take values from the whole temporal range
in this framework.

TABLE III: Comparisons of condensation ratio

. Method [6] Proposed Method
Videos’ Name
fFrames | CR | tFrames CR
Video 1 736 7.59 1749 3.197
Video 2 958 3.92 1417 2.65
Video 3 1031 59 3406 1.785
Video 4 6124 8.5 17856 2.922

Condensation ratio (CR) is defined as ratio between the
number of frames in original and synopsis videos. Higher
CR values implies more condensed videos. In the offline
framework, as the length of synopsis video should be manually
assigned before optimization, it is set the same value as our
method for comparison of other metrics. As a result, the
data of metric CD about Method [3] is not listed here. As
Table III shows, stepwise synopsis method has higher CR
values and condensed results than our method. However, we



should also mention that the higher condensation performance
of Method [6] is achieved by the expense of lower processing
speed and larger chronological disorder than our method.

B. Discussion

Above experimental results validate the efficiency of pro-
posed method in the metrics of speed and chronological
disorder.

As for the computational complexity, reallocation stage in
the framework of proposed method plays an important role to
increase the overall performance. Each tube is rearranged by
a simple projection strategy and don’t need complex energy
optimization among objects. As a result, the computational
time for a certain tube is linear with the sum of areas
occupied during it’s trajectory and the size of projection
matrix. However, traditional video synopsis methods formulate
the rearrangement into a pairwise cost formula. During the
cost optimization, re-calculation should be conducted under
each possible temporal shift between the two compared tubes.
So the computational complexity for each tube under such
framework is dependent on the product values of range of
temporal shift and sum of areas occupied by the selected two
tubes. As for the temporal consistency, our method deal with
moving objects basically according to their vanish sequence,
which can maintain the better temporal information to some
extent than other methods. As a whole, it is our rearrangement
strategy that leads to the improved performance.

IV. CONCLUSION

A low-complexity and efficient online synopsis method has
been proposed in this paper. Our framework differs much
with other pairwise cost optimization method. A projection
matrix is introduced to record the newest temporal information
of moving space and avoid collisions between tubes. Along
with a simple projection strategy, each moving object can be
rearranged into new temporal position extremely fast without
complicated comparison with other objects. Besides, buffer
mechanism and a predefined fitness condition are also applied
to increase the spatial and temporal utilization. The advantages
in the low-complexity and temporal consistency ensure the
framework a practical solution to condense lengthy surveil-
lance videos.
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Stereoscopic video depth sensation enhancement technology
based on BJND and JNDD

LIU Feng' > SHI Yang' GAN Zongliang' QIN Lei' > CHEN Changhong'

[f . Jiangsu Province Key Lab on Image Processing & Image Communications Nanjing University of Posts and Telecommunications 0
O Nanjing 210003 China O
Ld. Department of Electrical Engineering Taiwan University Taipei 10617 China [

Abstract: Human vision system is a complex processing system with a variety of visual characteristics the
visual perception result from several visual characteristic effects. Stereoscopic video image has distinct in
visual perception from 2D image because of the disparity and depth information and there is a close rela—
tionship between the depth sensation and the disparity. Just noticeable difference ( JND) is a visual charac—
teristic based on psychology and physiology the binocular JND ( BJND) and just noticeable depth differ—
ence ( JNDD) can affect users’ experiences of the stereoscopic video. Based on introducing JND this pa—
per summerizes BJND and JNDD models of HVS as well as current research in the international field. By
discussing the influences of disparity map quality and depth map information on stereoscopic video percep—
tion to improve the stereoscopic video sensation enhancement a new method for the depth map processing
is proposed. The stereoscopic video objective quality assessment model is established based on BJND and
JNDD thus providing the theoretical guidance to the processing and application of the stereoscopic video.

Key words: stereoscopic video; BJND; JNDD; depth sensation; 3D image quality assessment
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Research on SVM Classification Algorithm Based on MapReduce

QIN Jun' DAI Xin —hua®> TONG Yi* LIN Qiao — min'
(1. College of Education Science & Technology Nanjing University of Posts and
Telecommunications Nanjing 210003 China,;
2. College of Computer Nanjing University of Posts and Telecommunications Nanjing 210003 China)

Abstract: In cloud computing environment the method adopted by the traditional SVM sorting algorithms based on MapReduce of train—
ing data set is too simple and it just merges support vectors after nodes’ training so the efficiency and accuracy of classifier are not very
ideal. To solve the problem above an improved training algorithm is proposed in this paper. Firstly use the genetic algorithm to get the
optimal kernel function and parameters on each node at the same time then using the combination to train the data set for support vector
and afterwards combining all support vectors after training as a global support vector and then merging every data subset with global sup—
port vector on each node to get a new training data set. Repeat these four steps until the global support vector no longer changes and that’
s to say it converges to the optimal classification model. Finally the experiment on Hadoop proves that the classification accuracy of new
algorithm is improved obviously than traditional classification algorithms.

Key words: MapReduce; SVM sorting algorithm; genetic algorithm; cloud computing
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Research on mobile IPv6 handoff

Li Xu, Qin Jun, Yang Zhao
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(College of Education Science and technology of Nanjing University of Posts and Telecommunications, Nanjing, Jiangsu 210023, China)
Abstract: The mobile IPv6 technology developed from the mobile IPv4 technology has a considerable application prospect, but
there are many problems, such as the network switching problem when mobile nodes roam between the networks, the handoff
delay problem because of duplicate address detection in switching process, and so on. In this paper, several existing mobile IPv6

handover technologies are elaborated and their handoff delay are compared, and the result found that the fast hierarchical handover

technology has a lower handoff delay and packet loss rate.

Key words: mobile IPv6; handover technology; mobile detection; duplicate address detection; handover delay
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